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A DATA MINING METHOD FOR THE SOLUTION
OF FLUID-FLOW PROBLEM

HUA NAM SON-MIKLOS GUBAN?

Abstract: Discovering market baskets is an attractive tgpidata mining theory. In most studies the
researchers considered the purchases or the ttmmsaof the customers as a set of items. In other
words, the transactions are analysed on concelgteedl In some recent studies quantitative approach
was proposed. The researchers are interested mytirorthe items or products chosen by the
customers, but also in the quantity of each itempduct in the transactions. This study is a
continuation of a previous research. The transastare characterized as a set of quantified items.
This allows us to use algebraic methods as effidigols to establish a formal description of market
basket model. The advantage of this approach tswhacan have better insight to the natural order
between transactions and the role of network sireadn them. In this general model the well-known
results of lattice theory are applied. The expliepresentation of frequent transactions or market
baskets, as well as of the association rules ateddy a program. The results of testing showttieat
algorithms finding frequent transactions and cafidassociation rules are efficient and can be used
to explore frequent customers’ baskets, the associaules between the products, as well as the
natural associations between different flows ofebenomic activities.

Keywords: market basket, frequent items, association ratécé, service.

1. Introduction

Generally, during the discovery of critical poimtthe service processes we have to deal
with a large amount of data. The larger massesatd,dhe number of participants in the
process, and the significant variations of produmumes should be processed after the
assessment. For these reasons data mining methatl wee used to solve different
problems in data analysis and information assessiiée data mining method in fact can
be used with definite objective to solve the praiden the following areas:

e segmentation of the market participants,

« determination of the organizational dependencies

« detection of the frequent products, customers,gu®es, as well as

< exploration of the association rules between fray®oducts, customers and

processes.

The approach hereby may be applied to solve thelgms in frequent fluid flows
management. The data mining methods are needeaalvi® the problems of classification
that are suitable for the analysis on conceptuallas pointed out as a goal of the research.
Therefore the previously proposed and partly priesemethod is quite useful. In a recent
paper we introduced the quantity-based approach thadquantity-based methods of
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generating frequent market baskets, associatioms tha quantity-based methods of
classifications.

2. The mathematical model

First we present a mathematical model that is Blgtéor solving the problem. Let us
consider a finite set of produd®={p4,...,p,...,[} that in fact could be products or services.

2.1. Definition 1. Market basket(see []) By market baskets (for short, MB) we méaose
a= (d1],...,di,...,aln]) vectors, by whicha{i] ON. afi] can be referred to as the
quantity ofp; in the basketr. The set of all MBs is denoted &

For a, f0Q wherea= (dl],...,4{2],...,aln]), B= (A1],....42],....4n]) we write

a<gif for all i=1,2,...,nwe havea [i/< /1] (Q.<) is a lattice with the natural partial
order<. For a setAJ Q we denote

UA={ae0OQ|OBOA: f<a} and

LA ={a0Q|OB0A:a<f}.
We denote also

sud A={a0 U Al B0 U A: f<a} and
inf(A)={aOWA|IBOUA:a< -

One should remark thasup(A) and inf(A) are single elements of2, namely
sup(A)=ud Q, where u[i]l=max{ dfi] |aDA} and inf(A)=vOQ, where V[i]=
min{afi] | a0 A}.

2.2. Definition 2. Support For a setA0 Q anda O Q we denote by

{BOAla < B

supp(a) = A

the support ofr in A. In other wordssupp(a) denotes the rate of all market baskets that
exceeds the given threshatd(in the form of a sample market basket) to the le/iho The
support of a market basket is a statistical indec maturally, the market baskets of more
support are of more significance and attract thenéibn of the managers, as well as of the
researchers.

2.3. Definition 3. Frequent Market BasketBor a setA0 Q, g 0Q and0 < &< Iwe can
say thata is e-frequent MB, if
supp(a)z €.

The set of alk-frequent MBs is denoted b$% . We have:

Example:Consider a set of itent3={a, b, c} and a set of transactioAs{a, £, y; &, in
whicha=(2,1,0)8=(1,1,1) y=(1, 0, 1) d=(2, 2, 0).0One can see that far= (1, 1,
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3 1 1
0), 7= (1, 2, O)we havesupm (o) =2 and supp(7) =7 For the threshold‘=5 the e

frequent MBs ofA are:
1

®2 ={(2,1,0),(1,0,1),(1,1,0),(2,0,0),(0,9,10,1,0),(1,0,0),(0,0,0)

If P is the finite set of products or services aAdl Q is the set of those transactions
required by customers, theh% is the set of all transactions that the transastiof more

than 50% of customers are “stronger”. It is evidtivt the determination of% is an
important task in the economic activities. In laigis, for example, we can only make good,

optimal plans for the material supply or for logiat scheduling if®% is determined well.

In the area of marketing, the market analysis aedctistomer management would be more
effective if the frequent items are successfullpsam from the masses of products, and the
associations between them are detected.

The above mentioned approach, which is proposeddasdribed in more detail in [5,
6], significantly differs from those methods thavke been studied and applied in other
researches. Here in this study instead of the eleang products or services
P={p1,....0--.p}- All a= (af1],...,d(i],..., a[n]) transactions are examined. The analysis
is not done on the conceptual level (for examptas,“bread, egg, ..."”, or “railway
transportation, truck transportation”), but on thentitative level (“1 kg bread, 10 piece of
egg, ...", or ,100 km railway transportation, 50 kmdk transportation”). The quantitative
approach points out the real features of transastiothe natural relationships between
transactions, and therefore enables us to studg mharoughly the structure of the set of
transactions. In many cases the quantitative apprappears to be more effective.

Let us denote

Ok ={a0Q| Uy, ay,....a A a<{a,ay....a}}

One can remark that K < | then ® 5, U ® 5| and GJEA:(DAk where k=[£| Al

denotes the smallest integer that is greater anleéque | A|.
We have:

2.4. Theorem 1. For a set of itemB = {py, p» ..., B}, a set of MBsA [ Q and a threshold
0<e<lan MBa OQ is efrequent iff there existry, a,, ..., ax OA such thateOL({a,
@, ...,ad) wherek =g AJl.

Proof: If ay, &, ..., o OA, K =Fe| Aﬂ exists, wherexO L({ a4, a5, ..., ai}) thena < a;
for alli=1,2,....,k i. e.
{BUAIa<BI_ Kk .,

supm(a) = 22
[A |A]

Vice versa, if suppw2¢ then [{L0OAla< S ze|Al, ie.a, &, ..., ax OA,

k=[e|A|l exists, whereOL({ a1, a», ..., a}). The proof is completed.
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As a consequence of Theorem 1 we have:

2.5. Theorem 2. (Explicit representation darge MB9 For a set of item® = {p, p, ...,
pn}, a set of MBSA Q and a thresholfl < £ < 1 there existay, as, ..., as 0 Q where

S
— (1Al & — :
S_(MAH) such that®a L_JL(GG)-

Proof: Let ay, @, ..., asbe the set of alhf{B,, B, ..., 3} wherek =[ £| A|l andg OA.
By Theorem 1 we have

aldd4 < a<inf(B, By B

for some{ B, Bs.....5} O A, wherek =[ £] A[l This implies that

S
£ = A
qJA - Ui:1L(a') .
The proof is completed.
We should remark thaty < g; iff L(aj) U L(aj). For a set of MBSA and a given

thresholde the set of MBsy,, a, ..., as for which

i. ‘D‘/EAZU;L(CH)

i. Ui, j:0<i,j <s we haveq, ;-;afj andarj ta
is called bybasic & frequent set of MBsf A. It is easy to verify that for a givel &£ the
basic efrequent set of MBs ofA is unique, which we denote byi. Since the
determination of®% (the set of alk-frequent set of MBs i) is important, it is interesting

to determine its basiefrequent set of MBsS; . We have:

2.6. Theorem 3. For a set of itemP, a threshold < £< 1 every set of MBSA Q has an

unique basie-frequent set of MBSS .

In other words, for a set of itenfs a threshold < £ < 1 and for every set of MBs
A0 Q there is a system of MBs

&
S, = {a1, ap, ..., a5}, a; €Q

S
o= Jr@
i=1

Oi,j:0<i,j <s a ta; andafj ta,

such that

and

Let us denote
a VU B = sup{a, B}

2.7. Association rules and confidence. In the following the confidence of the association
rules are defined in the quantitative approachcrivss marketing, store layout (see, for
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example, [1]) the discovery of association rulethvd given confidence is an important
problem that should be solved efficiently. Here keeall the results of some previous
studies (see [5, 6]) that enable us, to represeplicily all confident association rules.
More precisely, we show here a method that destialigs for a set of productB, a set of
MBs A0 Q, athreshold® < e<1anda such thatr - S association ig-confident.

2.8. Definition 4. Association ruleFor a, 0 Q2 we calla — S anassociation ruleof S to
a. By theconfidenceof a — Sin a set of MBS we understand the rate

_ supp(e 0 B)
B)=—"—"
supm(a)
2.9. Definition 5. Confident association ruléor a set of itemP, a set of MBSA Q and
a threshold < £< 1 an associatiomr — S is &confidentif confy(a — B) =& . The set of

confa(a -

all &confident associations @fis denoted byCx .
One can verify that
[U@OpB)n Al

confp(a - B) = U@ n Al

S0 an associatioa — Sis &-confidentif and only if

U@OpB)n Al
[U@)n A|

3. Thealgorithms used in the model

3.1. Algorithm. Creation of alle-frequent MBs of a given set of transactigns

5=

k= [e[A]]

for (B A|[B| =k}
;= 0 UL(B)

endfor

The 3.1. algorithm creates alffrequent MBs of a given set of transactiénfor a given
threshholde.

3.2. Algorithm. Creation of the basiefrequent set of MBSS3 .

Sii=0
k= [£|Al]
for (B c A||B| =k}
P :=Tfalse
i=1
while { < [§5|do
if S5[{] = inf(B) then
P :=true
if S{[] = inf(B) then
55 = 55/53[1]
55 = S5 U'inf(B)
else
=i+l
endif
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else
if S5[i] = inf(B) then
P = frue
=i+l
endif
else
=i+l
endif
if not P then
S5 = S5 Uinf(B)
endifl
enddo
endfor

The output isS; .

The 3.2. algorithm for a given threshhaldreates alk-frequent MBsS; of a given set
of transactiong\.

3.3. Algorithm. Creation of alls-confident association rules - Sfor givena.

C=Ula)nA={edla=y}

s = [£]C]]

for {B cA HB\ = s}(lo
D:=9¢
if @ < inf(B) then

D:=Duinf(B)

endif

endfor

U:=20

for « € D do
U:=UuUL(a)

endfor

The output is

LkJL(ai)
i=1

The 3.3. algorithm for a given threshokld produces allg for which a - Sis &
confident.

4. Testing

After collecting and registering, the data are pssed by a database managing system and
stored in a database. For testing and evaluatmgive algorithms we have developed an
MB examinationprogram which operation is based on these algosthThe program
processes the selected data and produces useajunatfon, such as the support of some
transactions in a set of transactions, the setragfuent transactions and the set of basic
frequent transactions, as well as the set of alfident association rules. These information
are valuable for the managers in the decision nggincess.

In the following by an example we shd#B examinatiorprogram’s operation.
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4.1. Example. Let us consider a set of produéts{a, b, c} a set of transactios={a, S5, y,
J}, where
a=(210),8=(111),y =(101),5 = (2,2,0)

Suppose thav= (1, 1, 0),7= (1, 2, 0)are two MBs. TheMB examinationprogram
gives as resultsupp(0)=0,75; supp(7)=0,25, which we can see in the Figure 1 and
Figure 2. The set of transactions and the inpuistxation are shown in the Table A (in the
Figures) and in the fiel@lpha, respectively. The result is producedsaipp

T MB examination

Open |

[ S ppibiata 1

() |
Frequent MB
canf &>b
Basic set

asb

s
R

Figure 1. Computation of supfw)

T MB examination —-—-ﬁ——“—

A

Open

[ Suppljafa |

Supp: 0.25
A) |

Frequent MB
l conf avh
(|
Basic set

axb

i 1.20 ]

Figure 2. Computation of sup)
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4.2. Example. Let £ =1/2 be a threshold value. The set of afrequent transactions &
could now be computed.

The set of transactions and the threshold value is contained in the fidumn and in
the Epsilonfield in the Figure 3 respectively. The resulsiwn in the other column on
the right. TheMB examinatiorprogram produces al-frequent transactions & that are
the following:

1
(DZ = {(0,0,0), (0,1,0), (1,0,0), (1,1,0), (0,0,1), (1,0,1), (2,0,0),(2,1,0)}

Supplilalfa | L

Supp:
LAl |

corf &b
Basic set-

asb

Eosioms 05|
Aok

1
Figure 3. Computation o3

4.3. Example. The set of all basic frequent transactions are edetpin this example. The
set of all input transactions can be found in thieled on the left and the basic frequent
transactions are snowen in the right table.

T MB examination

Open
Suppl&afa

e — :

Figure 4. Computation of basic frequent transacsion
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The basic frequent transactions are
(1,0,1),(2,1,0)

This means that the set of all frequent transastisn

1
®Z = [,(1,0,1) U L(2,1,0)

4.4, Example. Let A be the set of transactions as above. Faarssaictiono= (1, 1, 0)and
£=1/2 a threshold value let us find aif transaction for whicho - 77 is &confident
association rules.

74 MB sxamination.

[BEa — 1 | -
Supp(Aalfa !( d [

1 0
1 1

ikt ‘\ 1 il 5 Il i [
Z i

LA | 5
Frequent MB

conf avh

Basic set
———

NN = =@

\\__/

q avh

Apho

Figure 5. Computation of - 77is &confident association rules

L.

The result is:

L(al) Y L((XZ) = {(0,0,0), (0,1,0), (1;050); (1,1,0), (2;0;0); (2;1;0)}
4.5, Effectiveness evaluation. In the case of large amount of data the complexdityhe
processing algorithms determines the effectiverasthe problem solving system. The

complexity of above proposed algorithms are appnaxéd in the following:
The complexity of 3.1. Algorithm is

0 <(|z}‘(1|) C(m + 1)n> ~ |A|*, where k = [¢|A]]

The complexity of 3.2. Algorithm is
[Al .. .
0 <( ¥ ) m n)

and the complexity of 3.3. Algorithm is

0<(|£|) .m.n>
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5. Conclusion

An appropriate mathematical model have been shdwah dould be used in data mining
methods as an effective tool to solve the problengifferent areas of economy, especially
in data analysis, in optimization of logistical heduling and in fluid flow analyzing. The
results are essentially important for the managderslecision making. The theoretical
results and the algorithms achieved in the prev&tudies are verified. The tests also prove
that the approach is suitable for further theoattiesearches and can be applied in various
application areas of economy and production managéem
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